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Abstract— Supervised Machine Learning (SML) refers to the mapping of the input variable to output variable using 

an algorithm. The correctness of learning is the number of correct predictions/classifications after training a model. 

This study shows the behavior of different supervised classifiers namely distance-based non-parametric algorithm 

KNN, statistical-based Naïve Bayes classifier, parametric method SVM, and Neural Network on linear and non-linear 

data. The performance of the algorithms is evaluated for accuracy score parameter on some authentic dataset 

repository of UCI Machine Learning Repository and compared to find out which algorithm is best suitable for which 

type of data sets. One of the important steps is also included before analyzing the accuracy score. This is calculated 

using Standard scalar libraries present within Anaconda software. 
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I. INTRODUCTION 

Machine learning is an interesting topic that has applicability in almost every area of science, medical, business 

(making decisions) that help solve social, biological, and industrial problems [1,2]. The two most important parts of 

machine learning are data and mathematics. It is a critical task of selecting a particular algorithm for a dataset. This study 

gives a way to show the behavior of different classification algorithms on different data sets [3]. The preprocessing of 

data is always needed to make the decision more confident as machine learning is Data-Driven AI. Data has everything 

that can lead us to a new perception of things. In machine learning main importance is given to data, the results can be as 

good depending on the data. Data can be modeled and stored in a database. Relevant data and patterns can be extracted 

from operational data stores according to the analyzing purposes. The insights need to be visualized and communicated 

so that they can help to make decisions more confidently. The applicability of machine learning in almost every area of 

science and medicine has given a faith to start this study. People often make errors while analyzing or, possibly, when 

obtaining to establish relations among multiple features [4]. 

Classification is an important concept in machine learning. It is the method by which a similar group of objects can 

be combined based on certain criteria (referred to as traits, variables, characters, etc.). Every classification algorithm 

calculation has its intrinsic biases, and no unique classification model appreciates predominance on the off chance that 

we don't make any assumption about the given approach. It is accordingly crucial for contrast calculations with train and 

selects the best performing model. However, before we can analyze various models, we initially need to settle on a 

measurement to perform execution for the best-performing model. One ordinarily utilized measurement is precision, 

which is characterized as the extent of accurately classified cases. 

 …………..Eq1 

The issue of classification can be analyzed as: a dataset X= {*, o} producing a classifier C: X->Y, where each X variable 

maps to its respective classification label Y. The logic for this classification deals on the nearest label using KNN 

classifier. The important aspect is the number of voters used to decide the classification group for a particular object, 

these voters are known as K in this algorithm. If  the value for variable K is very small, so the output results may be 

obtained as sensitive to variations whereas  for a greater  value of K, the neighborhood might have a variety of points 
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from other classes. The option of the distance measure is also important to consider for results [5]. The distance between 

two points’ p and q can be calculated using the following formula: [6] 

 …………..Eq2 

Due to complex calculation with storage requirements for the calculation of this distance for each point this 

algorithm is said to be non-parametric. The issues with this method are resolved using Naïve Bayes classification that is 

fully dependent on conditional probability and it contains three algorithms namely Gaussian, Multinomial, and Bernoulli. 

In these classifiers, the conditional probability for each possible value of all attributes is to be calculated to resolve this 

issue we have to adopt a discretization technique to discretize numerical attributes into several classes. The algorithm 

KNN is a statistical classification approach, and is based on pattern recognition. KNN is widely used in machine learning 

as well as in many other domains sharing accurate and positive results alone as well as in comparison with other 

algorithms also. 

Data correlation and visualization plays a very important role in choosing machine learning algorithm. In the 

linear data correlation, neural network and linear regression both can fit the data properly but linear regression is less 

costly and trains faster as compared to the neural network. 

Table 1: Correlation matrix feature dataset 

Dataset battery power blue Clock_ speed Dual_ sim fc 

battery power 1.0000 -0.0466 -0.0390 -0.0611 -0.0078 

blue -0.0466 1.0000 0.0347 -0.0111 -0.0560 

Clock_ speed -0.0390 0.0347 1.0000 -0.0124 0.0101 

Dual_ sim -0.0611 -0.0111 -0.0124 1.0000 0.5760 

fc -0.0078 -0.0560 0.0101 0.5760 1.0000 

 

The study is divided into four sections introduction, dataset description, results, and conclusion. Sometimes 

when the results are not acceptable, the problem is not with the model, the data is who the culprit is. So the identification 

of data correlation plays an important role to make a correct choice of the machine learning algorithm. In this paper, the 

focus is that the data drives the choice of the machine learning algorithm. This shares an important procedure of 

obtaining the relation among data. The technique linear regression is useless for training any model on dataset having 

non-linear correlation. Some of the renowned programming software like pandas, NumPy, matplotlib, sklearn plays an 

important role for data analysis and is easy to use with any model for getting better results. 

In general, assumption of a model with machine learning features having function f: X->Y, mapping from x € 

X → y € Y, where variable X defines the input space while Y defines the output space of the given function. The 

situation where f (x->y) is present, the machine is said to be as trained sharing an estimated output value for a specific 

pattern having variable x. To analyze the positivity of the learning mechanism of the trained model, there is a need to 

maintain some of the possible parameters namely errors, accuracy score, and losses.  In supervised learning, the often-

used criteria are the minimization criteria which involve potential loss into a classification decision made. The 

classification based on machine learning requires accuracy of the parameters as well as the size of the variables for the 

residing dataset. For any accurate algorithm to work the model developed should be precise and correct with 

classification procedure. [7].   
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A. Naïve Bayes classifier 

Naïve Bayes classifiers are from the family of “probabilistic classifiers” with independent assumptions between the 

features. The features are not related to each other and also this is a text classification featured algorithm. Naïve-Bayes 

algorithm consists of simplicity but can outperform more sophisticated classification algorithms [8]. These classifiers 

perform well only with categorical attributes. Continuous attributes should be binned (input is divided into a specified 

range of equally-sized intervals) and transformed into categorical variables before the naïve Bayes classifiers are applied 

to process them [9]. Three types of naïve Bayes classifiers are used for the classification of the dataset namely 

multinomial, Gaussian and Bernoulli. The applicability of one over the other on a dataset is tested.it is a non-parametric 

method that uses Bayes theorem as the model and estimates the priors P (A) and likelihoods P (X|A) for an unseen 

sample X from the dataset [10]. 

B. Support Vector Machine 

SVM is a directed learning technique utilized for grouping, regression, and exception detection. It is a flexible 

procedure with various methods working with different kernels to obtain decision capability and outcomes [11]. The 

essential hypothesis of a SVM is to plan the information onto a higher layered element space nonlinearly connected with 

the information space and decide an isolating hyperplane with the most extreme edge between the two classes in the 

component space [12]. SVM is one of the compelling calculations that perform characterization by building a N-layered 

hyperplane that ideally isolates the information into two classes [13]. SVM can be considered as the binary classifiers 

[14] although applicable for multi-class classification also. SVM outperforms many datasets but naïve Bayes gave 

competition to it. In SK-learn package has SVC(C-Support Vector Classification). Svc shares the “one-against-one” 

method for multi-class classification. If the variable n defines total classes, then n*(n-1)/2 classifiers are obtained and 

every data is being trained form classes present within a model. To provide an interface with other classifiers, the 

classifiers decide to map (n sample, n classes) [15]. The kernel decision is also important, three kernels are there linear, 

sigmoidal, RBF. 

II. METHODOLOGY 

 The proposed methodology is simple yet useful, the datasets taken are of different types. Before training the model. 

The dataset is divided into the train, split and test datasets (x_train, y_train, x_test, y_test). The percentage of data taken 

usually for testing is 30%. Then the model is trained on 70% of the data. The accuracy score is calculated. The datasets 

from the UCI repository [16] taken contains continuous, categorical, and discrete values. The simplest relationship is 

linear [17].  

 

Fig 1: Methodology of the proposed work 
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In this study, we have taken an iris data set from a machine learning repository that is in categorical form and 

applied a machine-learning algorithm to it. After applying KNN on the IRIS dataset the accuracy score achieved is 93.33 

percent but when the same dataset is applied on the neural network it gives an accuracy score for this classification 

dataset as (13.33 to 93.33]. But due to the simplicity and less number of features in data, KNN can be used as compared 

to Neural Network (multilayer perceptron classifier) [18, 19]. The accuracy score of 93.33 is achieved with 250 iterations 

that are not recommendable. When Naïve Bayes (multinomial model) is applied to this dataset the accuracy score 

achieved is 97.77%. The situation where properties are discrete and also more than one classes reside in the dataset. 

Multinomial gives best results and Bernoulli worst. In the iris dataset, three categories are there in which features are to 

be classified. 

On a dataset like mobile price classification, the number of samples is nine times the number of samples in the 

iris dataset. KNN performance achieved is 23.3 to 39.9 after preprocessing is performed using standard scalar. The 

memory requirement is more because of the non-parametric algorithm so KNN is less preferred on the dataset with a 

large number of samples. 

Another dataset named body mass index in Table 2 contains data of males and females with height and weights 

having 5 classes (weak, obesity, extreme obesity, and overweight, normal) [20, 21]. Since this is a multi-class 

classification data is continuous and Gaussian outperforms other Naïve Bayes classifiers (Bernoulli with 42.3% and 

multinomial with 76.9%). consequently when the properties are in a flow continuously the most preferred model is 

Gaussian for features and the least favorable model is KNN whereas SVM seems to have more positive outcomes in 

many complex situations. [22, 23]. 

In wine data classification, based on certain parameters the quality of wine is to be decided, before applying the 

Naïve Bayes classifier the scaling of data using standard scalar is performed. Then the performance by KNN reaches 

92.33% whereas neural network showed 35.66% only. 

Table 2: Datasets used in the study 

 

III. CONFUSION MATRIX ON DIFFERENT DATASETS  

Confusion matrix on iris dataset after applying (i) Gaussian (ii) Bernoulli (iii) Multinomial shown by index 1 (figure 

2) depicts that there is only one misclassified data and hence shows the best performance. The index given in figure 3 

shows on the BMI dataset. The variation of correlation on the Neural Network model and KNN model respectively on 

the dataset is given in figure 4. Figure 5 shows the index of the confusion matrix on dataset pollution. Confusion matrix 

on dataset mobile classification on multinomial KNN and Bernoulli model respectively (best and worst) performance 

indicated in figure 6 as shown in the following study. 

Dataset No. of Classes No. of Attributes/ sample Data Relationship Missing Value 

Iris Dataset 3 4 attribute 

1 class 

150 sample 

Non Linear 

Categorical 

No 

Petrol Consumption 3 4 Non Linear 

Numerical 

No 

Mobil Price 

Classification 

2 20 Linear 

Categorical 

Binary 

No 

Wine data 

Classification 

3 13 

177 samples 

Non Linear 

Categorical 

No 

Fruit Classification 2 2 Linear No 

Pollution 3 4 

729 samples 

Non Linear 

 

Yes 

Body Mass Index 5 3 

500 samples 

Non Linear 

Continuous 

No 
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Fig 2: Confusion Matrix: IRIS Dataset 

 

Fig 3: Confusion Matrix: BMI Dataset 

 

Fig 4: Confusion Matrix: KNN Model Dataset 

 

Fig 5: Confusion Matrix: Pollution Dataset 

 

Fig 6: Confusion Matrix: Mobile Classification Dataset 
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IV. PERFORMANCE MEASURE 

When the data is in numeric and target is also in numeric (dataset in Table no.2) form then the task associated with it is 

prediction not classification. Classification technique is applied when targets are in categorical form.  

 

Fig 7: Performance Results: Wine Data 

 

Fig 8: Performance Results: Iris Data 

 

Fig 9: Performance Analysis: Mobile Price Data 

 

 

Fig 10: Performance Analysis: Pollution Data 
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Fig 11: Performance Results: BMI Data 

The performance parameter in this case used is root mean square (RMS) and for the performance evaluation of the 

classification task by a model accuracy score. Task association relation is an important aspect to be identified before 

applying the algorithm. 

 

V. CONCLUSION 

 
The above study represents the results after applying popular supervised machine learning algorithms on datasets. 

The applicability of one in a situation is also shown. Naive Bayes outperforms in most of the cases. When the features 

are continuous Gaussian distribution is to be applied to the datasets for better classification, when the features are 

discrete and are to be classified in more than two classes, a Multinomial distribution algorithm is used whereas when the 

features are discrete and have exactly two classes (0/1) Bernoulli gives best results. Though KNN gives good results due 

to non-parametric algorithm and more calculation on large datasets causes classification to be slow, not appreciated. 

Other classification algorithms like Random Tree, hyper pipe, J48, K stark means can be applied and checked 

on these datasets to find out which is better than these algorithms shown above in the study. Other matrices for deciding 

the better model after training can also be applied. 
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